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Abstract. Deep learning (DL) is used in widespread applications in-
cluding the medical sector. Particularly, Convolutional Neural Networks
(CNNs) are architectures commonly used to classify or predicts retinal
fundus photographs (RFP). However, the image noise located in the
background of the RFP and space location of the retinal Region of
Interest (ROI) can affect the performance of these models. One solution
to this problem is to make a segmentation of the RFP. In this work
we present a Segmentation Model based on CNN (SMCNN) for the
cropping process, this model reaches high accuracy levels for test images
up to 98%.

Keywords: convolutional neural networks, retinal fundus photographs,
segmentation.

1 Introduction

Deep Learning (DL) models are generated by multiple Artificial Neural Networks
Layers that can learn the representations of data on multiple levels of abstraction
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[6]. Convolutional Neural Networks (CNNs) have proven to be powerful tools for
a wide range of tasks, such as image recognition, audio classification, object
detection, medical applications, and others [4, 14, 3].

Fig. 1. Background noise representation in two RFPs with apparently good quality.
(a) At the top and bottom two RFPs in RGB, (b,c,d) is the representation in HSV of
each image respectively. High noise levels can be observed in background once (b) Hue
channel and (c) Saturation channel are separated. On the other hand, the (d) Value
channel keeps the background values close to 0 (low noise).

Medical applications of CNNs includes clinical and research solutions in the
field of eye care, like optical disk segmentation [12], detection of retinal anomalies
[7], classification for referable diabetic retinopathy [9], vessel segmentation [13],
among others.

Retinal Fundus Photographs (RFPs) are images widely used by physicians
to diagnosis an ocular disease. Deficiency in the quality of these images could
commit the success of the diagnosis but also the treatment. [1, 8]. In addition, the
performance of the DL models could be affected by the difference in the spatial
location of the retinal region of interest (ROI) as well as the noise situated in
the background, which is not visible to the human eye [15, 8]. These intrinsic
problems can be analyzed throw a Hue, Saturation, and Value (HSV) color
representation [16], as shown in figure 1(b,c).

In this context, a Segmentation Model based on deep CNNs (SMCNN) is
proposed, which predicts and builds the retinal ROI mask of a RFP. This strategy
facilitates the retinal cropping process, which helps to avoid the noise of the
background and to homogenize the ROI location of each image, all this increasing
the image quality used for the CNN models.

The remainder of the paper is structured as follows. The experimental setup,
mask generator, SMCNN model, and cropping are described in section 2. Results,
can be found in section 3. The discussions are presented in section 4. Finally,
conclusions are presented in section 5.
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2 Data and Methods

2.1 Classical Mask Generator

In order to build the RFPs’ masks used to train, validation and test the SMCNN,
we use the method is described in Figure 2. First, the RGB images are turned
into the grayscale in order to avoid the background noise of the RFPs.

Fig. 2. Flowchart of the classical mask generator for train, validation and test.

Second, medium blur and high-value Gaussian blur filters are applied with the
goal of reducing the variance between the pixel values, this produces a uniform
distribution throughout the image. Then, the contrast histogram is generated,
which works to know the threshold between the minimum and maximum values,
identifying thus the upper and lower limits for the image binarization. Finally,
erosion and dilatation filters are added to smooth the edges of the retinal ROI. As
a result, we obtain some preliminary masks and these ROI masks were selected
and corrected by hand.

2.2 Mask Dataset

A total of 500 binary masks were generated with the classical mask genera-
tor(aided by human) from the Kaggle Diabetic Retinopathy Detection dataset
[2]. The 500 images were used to train and validate the SMCNN, which predicts
the masks of new RFPs. The quantity of images used is shown in Table 1. Binary
masks obtained from the classical mask generator are resized with a 1024x1024
resolution, and then they are correlated with their grayscale images counterpart,
which in turn proceeds from the RFPs in RGB.

Table 1. Dataset used for the SMCNN, based on Kaggle dataset.

Dataset No. of Images Train Validation Test

Kaggle 500 280 120 100
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2.3 SMCNN Training

In Figure 3, the training an validation process are presented. The configuration
of the U-Net architecture [10] is based on a back-propagation algorithm[11] and
Adam optimizer [5]. We use a GCloud instance with a V-100 GPU. Then, a
cropping process was generating to obtain the same spacial proportion, see figure
4 as an example.

Fig. 3. SMCNN training flowchart process.

Fig. 4. Cropping process, (a) background reduction, maintain ROI’s aspect ratio, (b)
background reduction and fill of ROI.

3 Results

3.1 Dataset Creation With Classical Mask Generator

Examples of the dataset are shown in Figure 5. Note that, only the results with
the best approximation of the shape of the retina were selected manually.

3.2 SMCNN Performance

The performance of the SMCNN model made to predict the masks of RFPs is
presented at table 2. High levels obtained in the accuracy for training, validation,

164

Gaspar González Briceño, Abraham Sánchez, E. Ulises Moya Sánchez, Susana Ortega Cisneros, et al.

Research in Computing Science 149(5), 2020 ISSN 1870-4069



Fig. 5. Example of the results of our personalized technique for the creation of masks.
Figures (a, b) are some of the successful results therefore they were selected for the
training, validation and testing process. Meanwhile figures (c, d) are unsatisfactory so
they were discarded.

Table 2. Train, validation and testing results.

Train Validation Test

Accuracy Loss Accuracy Loss Accuracy Loss

0.99 0.0030 0.98 0.0031 0.98 0.01898

and test are interesting results, due that they represent the convergence rate
between the original RFP and the one predicted by our SMCNN model.

Figure 6 shows an example of a result of the cropping process with SMCNN,
using low contrast images, in addition, is compared with a classical mask gener-
ator.

4 Discussion

Techniques described in this work represent a solution to get the retinal ROI
of diversity images obtained with different methodologies. Nonetheless, a mask
obtained by this methodology could be incomplete if the image quality is over
or under certain quality values. The quantification and demonstration of these
quality levels are proposed as future work.

5 Conclusions

In this work, a retinal segmentation model based on CNN was introduced. ROI
mask obtained of this model facilitates the cropping process, avoiding the noise
located in the background of the RFPs and homogenizing the location of the
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Fig. 6. Example of the comparison between a classical mask generator and DL
segmentation process. (a) RFP in RGB. (b) Result using classical technique like Figure
5. (c) Result of segmentation process based on DL.

retinal ROI in the image space. Results show an accuracy of up to 98% on the
test set. We hope to use transfer learning on another dataset in order to generate
more segmented samples form other datasets.
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